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(57) ABSTRACT

A system tracks movement of the VR input device relative
to a portion of a user’s skin, track movement of the VR input
device relative to a physical surface external to the VR input
device, or both. The system includes an illumination source
integrated with a tracking glove coupled to a virtual reality
console, and the illumination source is configured to illu-
minate a portion of skin on a finger of a user. The system
includes an optical sensor integrated with the glove, and the
optical sensor is configured to capture a plurality of images
of the illuminated portion of skin. The system includes a
controller configured to identify differences between one or
more of the plurality of images, and to determine estimated
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OPTICAL HAND TRACKING IN VIRTUAL
REALITY SYSTEMS

CROSS REFERENCE TO RELATED
APPLICATION

[0001] This application claims priority to U.S. Application
No. 62/239,138, filed Oct. 8, 2015, which is incorporated by
reference in its entirety.

BACKGROUND

[0002] The present disclosure generally relates to motion
tracking, and specifically to using optical sensors for hand
tracking in virtual reality or augmented reality applications.
[0003] Virtual reality (VR) is a simulated environment
created by computer technology and presented to a user,
such as through a VR system. Typically, a VR system
includes a VR headset that provides visual and audio infor-
mation to the user. However, when wearing the VR headset,
the user is unable to see the user’s hands or interact with the
simulated environment presented by the VR headset with the
user’s hands. Conventional VR systems create virtual hands
in the simulated environment and use a hand tracking system
to track motion and positions of the user’s hands. However,
conventional hand tracking systems are often unable to
accurately track positions of the user’s fingers and thumbs,
causing poor representation of movement of the user’s
fingers and thumbs by virtual hands of the user within the
simulated environment.

SUMMARY

[0004] A system is configured to detect positions of a
virtual reality (VR) input device (e.g., a tracking glove) in a
VR environment, an augmented reality (AR) environment, a
mixed reality (MR) environment, or some combination
thereof. The system may track movement of the VR input
device relative to a portion of a user’s skin, track movement
of'the VR input device relative to a physical surface external
to the VR input device, or both.

[0005] In some embodiments, the system includes an
illumination source is integrated with the VR input device
coupled to a virtual reality console, and the illumination
source is configured to illuminate a portion of skin on a
finger of a user. For example, the illuminated portion of the
finger is a portion of skin around a joint of the user’s finger.
The system may include an optical sensor integrated with
the VR input device. The sensor is configured to capture a
plurality of images of the illuminated portion of skin. The
system includes a controller configured to identify differ-
ences between some of the plurality of images. For example,
the differences correspond to movement of the VR input
device with respect to the illuminated portion of the user’s
skin (e.g., detachment of the VR input device from the user
wearing the VR input device, slip of the VR input device
from the user, etc.). In another example, the differences
correspond to movement of the illumination portion of the
skin (e.g., movement of the finger). The controller is also
configured to determine estimated position data based in part
on the identified differences. For example, the controller
determines estimated position data based on differences
among common features identified in the plurality of images
captured by the optical sensor. In another example, the
controller determines estimated position data based on dis-
placement vectors.
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[0006] In some embodiments, the system includes an
additional illumination source configured to illuminate a
portion of surface external to an exterior of the tracking
glove, and an additional optical sensor configured to capture
a plurality of images of the illuminated portion of the
surface. For example, the additional optical sensor has a
field of view external to an exterior surface of the VR input
device, and captures movement of the VR input device
relative to the exterior surface in the field of view. The
controller is further configured to identity differences
between some of the plurality of images, and the differences
corresponding to movement of the tracking glove with
respect to the surface. The controller determines estimated
position data based in part on the identified differences and
identifies one or more actions performed by the user asso-
ciated with content presented to the user based in part on the
identified movement. Example actions performed by the
user with presented content include: repositioning a cursor
within content presented to the user, selecting content pre-
sented to the user, navigating through content presented to
the user, typing action performed by the user, or some
combination thereof.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG. 1 is a block diagram of a system environment
including a virtual reality system, in accordance with an
embodiment.

[0008] FIG. 2A illustrates a virtual reality input device, in
accordance with an embodiment.

[0009] FIG. 2B illustrates a cross section of a portion of
the virtual reality input device of FIG. 2A, in accordance
with an embodiment.

[0010] FIG. 3 is a block diagram of the virtual reality input
device in a virtual reality system, in accordance with an
embodiment.

[0011] FIG. 4 is a flowchart of a process for tracking
movements of a portion of skin through a motion tracking
device, in accordance with an embodiment.

[0012] The figures depict embodiments of the present
disclosure for purposes of illustration only. One skilled in
the art will readily recognize from the following description
that alternative embodiments of the structures and methods
illustrated herein may be employed without departing from
the principles of the disclosure described herein.

DETAILED DESCRIPTION

System Overview

[0013] FIG. 1 is a block diagram of a virtual reality (VR)
system environment 100 in which a VR console 110 oper-
ates. The system environment 100 shown by FIG. 1 com-
prises a VR headset 105, an imaging device 135, and a VR
input device 140 that are each coupled to the VR console
110. While FIG. 1 shows an example system 100 including
one VR headset 105, one imaging device 135, and one VR
input device 140, in other embodiments any number of these
components may be included in the system 100. For
example, there may be multiple VR headsets 105 each
having an associated VR input device 140 and monitored by
one or more imaging devices 135, with each VR headset
105, VR input device 140, and imaging device 135 com-
municating with the VR console 110. In alternative configu-
rations, different and/or additional components may be
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included in the system environment 100. Similarly, func-
tionality of one or more of the components may be distrib-
uted among the components in a different manner than is
described here. For example, some or all of the functionality
of the VR console 110 may be contained within the VR
headset 105.

[0014] The VR headset 105 is a head-mounted display that
presents content to a user. Examples of content presented by
the VR headset 105 include one or more images, video,
audio, or some combination thereof. In some embodiments,
audio is presented via an external device (e.g., speakers
and/or headphones) that receives audio information from the
VR headset 105, the VR console 110, or both, and presents
audio data based on the audio information. The VR headset
105 may comprise one or more rigid bodies, which may be
rigidly or non-rigidly coupled to each other together. A rigid
coupling between rigid bodies causes the coupled rigid
bodies to act as a single rigid entity. In contrast, a non-rigid
coupling between rigid bodies allows the rigid bodies to
move relative to each other. In some embodiments, the VR
headset 105 may also act as an augmented reality (AR)
headset. In these embodiments, the VR headset 105 aug-
ments views and of a physical, real-world environment with
computer-generated elements (e.g., images, video, sound,
etc.).

[0015] The VR headset 105 includes an electronic display
115, an optics block 118, one or more locators 120, one or
more position sensors 125, and an inertial measurement unit
(IMU) 130. The electronic display 115 displays images to
the user in accordance with data received from the VR
console 110. In various embodiments, the electronic display
115 may comprise a single electronic display or multiple
electronic displays (e.g., a display for each eye of a user).
Examples of the electronic display 115 include: a liquid
crystal display (LCD), an organic light emitting diode
(OLED) display, an active-matrix organic light-emitting
diode display (AMOLED), some other display, or some
combination thereof.

[0016] The optics block 118 magnifies image light
received from the electronic display 115, corrects optical
errors associated with the image light, and presents corrected
image light to a user of the VR headset 105. In various
embodiments, the optics block 118 includes one or more
optical elements. Example optical elements include: an
aperture, a Fresnel lens, a convex lens, a concave lens, a
filter, or any other suitable optical element that affects the
image light emitted from the electronic display 115. More-
over, the optics block 118 may include combinations of
different optical elements. In some embodiments, one or
more of the optical elements in the optics block 118 may
have one or more coatings, such as anti-reflective coatings.

[0017] Magnification of the image light by the optics
block 118 allows the electronic display 115 to be physically
smaller, weigh less, and consume less power than larger
displays. Additionally, magnification may increase a field of
view of the displayed media. For example, the field of view
of the displayed media is such that the displayed media is
presented using almost all (e.g., 110 degrees diagonal), and
in some cases all, of the user’s field of view. In some
embodiments, the optics block 118 is designed so its effec-
tive focal length is larger than the spacing to the electronic
display 115, which magnifies the image light projected by
the electronic display 115. Additionally, in some embodi-
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ments, the amount of magnification may be adjusted by
adding or removing optical elements from the optics block
118.

[0018] The optics block 118 may be designed to correct
one or more types of optical error. Examples of optical error
include: two dimensional optical errors, three dimensional
optical errors, or some combination thereof. Two dimen-
sional errors are optical aberrations that occur in two dimen-
sions. Example types of two dimensional errors include:
barrel distortion, pincushion distortion, longitudinal chro-
matic aberration, transverse chromatic aberration, or any
other type of two-dimensional optical error. Three dimen-
sional errors are optical errors that occur in three dimen-
sions. Example types of three dimensional errors include
spherical aberration, comatic aberration, field curvature,
astigmatism, or any other type of three-dimensional optical
error. In some embodiments, content provided to the elec-
tronic display 115 for display is pre-distorted, and the optics
block 118 corrects the distortion when it receives image light
from the electronic display 115 generated based on the
content.

[0019] The locators 120 are objects located in specific
positions on the VR headset 105 relative to one another and
relative to a specific reference point on the VR headset 105.
A locator 120 may be a light emitting diode (LED), a corner
cube reflector, a reflective marker, a type of light source that
contrasts with an environment in which the VR headset 105
operates, or some combination thereof. In embodiments
where the locators 120 are active (i.e., an LED or other type
of light emitting device), the locators 120 may emit light in
the visible band (~380 nm to 750 nm), in the infrared (IR)
band (~750 nm to 1 mm), in the ultraviolet band (10 nm to
380 nm), some other portion of the electromagnetic spec-
trum, or some combination thereof.

[0020] In some embodiments, the locators 120 are located
beneath an outer surface of the VR headset 105, which is
transparent to the wavelengths of light emitted or reflected
by the locators 120 or is thin enough not to substantially
attenuate the wavelengths of light emitted or reflected by the
locators 120. Additionally, in some embodiments, the outer
surface or other portions of the VR headset 105 are opaque
in the visible band of wavelengths of light. Thus, the locators
120 may emit light in the IR band under an outer surface that
is transparent in the IR band but opaque in the visible band.
[0021] The IMU 130 is an electronic device that generates
fast calibration data indicating an estimated position of the
VR headset 105 relative to an initial position of the VR
headset 105 based on measurement signals received from
one or more of the position sensors 125. A position sensor
125 generates one or more measurement signals in response
to motion of the VR headset 105. Examples of position
sensors 125 include: one or more accelerometers, one or
more gyroscopes, one or more magnetometers, another
suitable type of sensor that detects motion, a type of sensor
used for error correction of the IMU 130, or some combi-
nation thereof. The position sensors 125 may be located
external to the IMU 130, internal to the IMU 130, or some
combination thereof.

[0022] Based on the one or more measurement signals
from one or more position sensors 125, the IMU 130
generates fast calibration data indicating an estimated posi-
tion of the VR headset 105 relative to an initial position of
the VR headset 105. For example, the position sensors 125
include multiple accelerometers to measure translational
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motion (forward/back, up/down, left/right) and multiple
gyroscopes to measure rotational motion (e.g., pitch, yaw,
roll). In some embodiments, the IMU 130 rapidly samples
the measurement signals and calculates the estimated posi-
tion of the VR headset 105 from the sampled data. For
example, the IMU 130 integrates the measurement signals
received from the accelerometers over time to estimate a
velocity vector and integrates the velocity vector over time
to determine an estimated position of a reference point on
the VR headset 105. Alternatively, the IMU 130 provides the
sampled measurement signals to the VR console 110, which
determines the fast calibration data. The reference point is a
point that may be used to describe the position of the VR
headset 105. While the reference point may generally be
defined as a point in space; however, in practice the refer-
ence point is defined as a point within the VR headset 105
(e.g., a center of the IMU 130).

[0023] The IMU 130 receives one or more calibration
parameters from the VR console 110. As further discussed
below, the one or more calibration parameters are used to
maintain tracking of the VR headset 105. Based on a
received calibration parameter, the IMU 130 may adjust one
or more IMU parameters (e.g., sample rate). In some
embodiments, certain calibration parameters cause the IMU
130 to update an initial position of the reference point so it
corresponds to a next calibrated position of the reference
point. Updating the initial position of the reference point as
the next calibrated position of the reference point helps
reduce accumulated error associated with the determined
estimated position. The accumulated error, also referred to
as drift error, causes the estimated position of the reference
point to “drift” away from the actual position of the refer-
ence point over time.

[0024] The imaging device 135 generates slow calibration
data in accordance with calibration parameters received
from the VR console 110. Slow calibration data includes one
or more images showing observed positions of the locators
120 that are detectable by the imaging device 135. The
imaging device 135 may include one or more cameras, one
or more video cameras, any other device capable of captur-
ing images including one or more of the locators 120, or
some combination thereof. Additionally, the imaging device
135 may include one or more filters (e.g., used to increase
signal to noise ratio). The imaging device 135 is configured
to detect light emitted or reflected from locators 120 in a
field of view of the imaging device 135. In embodiments
where the locators 120 include passive elements (e.g., a
retroreflector), the imaging device 135 may include a light
source that illuminates some or all of the locators 120, which
retro-reflect the light towards the light source in the imaging
device 135. Slow calibration data is communicated from the
imaging device 135 to the VR console 110, and the imaging
device 135 receives one or more calibration parameters from
the VR console 110 to adjust one or more imaging param-
eters (e.g., focal length, focus, frame rate, ISO, sensor
temperature, shutter speed, aperture, etc.).

[0025] The VR input device 140 is a device that allows a
user to send action requests to the VR console 110. An action
request is a request to perform a particular action. For
example, an action request may be to start or to end an
application or to perform a particular action within the
application. An action request received by the VR input
device 140 is communicated to the VR console 110, which
performs an action corresponding to the action request. In
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some embodiments, the VR input device 140 is a tracking
glove that tracks movement of a user’s hand, which is
further explained below in conjunction with FIGS. 2A and
2B. However, in other embodiments, the VR input device
140 may be a device tracking movement of another other
portion, or portions, of the user’s body. Additionally, the VR
input device 140 may provide haptic feedback to the user in
accordance with instructions received from the VR console
110. For example, the VR input device 140 provides haptic
feedback when an action request is received, or the VR
console 110 communicates instructions to the VR input
device 140 causing the VR input device 140 to generate
haptic feedback when the VR console 110 performs an
action. The VR input device 140 is further described below
in conjunction with FIG. 3.

[0026] In some embodiments, the VR input device 140
includes a set of locators similar to the locators 120 included
in the VR headset 105, further described above. Locators
included on the VR input device 140 may be imaged by the
imaging device 135 to generate slow calibration data based
on calibration parameters received from VR console 110, as
described above regarding generation of slow calibration
data from the locators 120 included on the VR headset 105.
Slow calibration data includes one or more images showing
observed positions of the locators included on VR input
device 140 that are detectable by the imaging device 135.
The locators on the VR input device 140 are located in
specific positions on the VR input device 140 relative to one
another and relative to a specific reference point on the VR
input device 140. Similar to the locators 120 included on the
VR headset 120 described above, locators on the VR input
device 140 may be located on an outer surface of the VR
input device 140 or beneath the outer surface of the VR input
device 140, which is transparent to the wavelengths of light
emitted or reflected by the locators included on the VR input
device 140 or is thin enough not to substantially attenuate
the wavelengths of light emitted or reflected by the locators
included on the VR input device 140.

[0027] The VR console 110 provides content to the VR
headset 105 for presentation to the user in accordance with
information received from one or more of: the imaging
device 135, the VR headset 105, and the VR input device
140. In the example shown in FIG. 1, the VR console 110
includes an application store 145, a tracking module 150,
and a virtual reality (VR) engine 155. Some embodiments of
the VR console 110 have different modules than those
described in conjunction with FIG. 1. Similarly, the func-
tions further described below may be distributed among
components of the VR console 110 in a different manner
than is described here.

[0028] The application store 145 stores one or more appli-
cations for execution by the VR console 110. An application
is a group of instructions that, when executed by a processor,
generates content for presentation to the user. Content gen-
erated by an application may be in response to inputs
received from the user via movement of the VR headset 105
or the VR interface device 140. Examples of applications
include: gaming applications, conferencing applications,
video playback application, or other suitable applications.
[0029] The tracking module 150 calibrates the VR system
environment 100 using one or more calibration parameters
and may adjust one or more calibration parameters to reduce
error in determining of the position of the VR headset 105
or of the VR input device 140. For example, the tracking
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module 150 adjusts the focus of the imaging device 135 to
obtain a more accurate position for observed locators on the
VR headset 105 or on the VR input device 140. Moreover,
calibration performed by the tracking module 150 also
accounts for information received from the IMU 130 or the
control module 144. Additionally, if tracking of the VR
headset 105 is lost (e.g., the imaging device 135 loses line
of sight of at least a threshold number of the locators 120 on
the VR headset 105), or tracking of the VR input device 140
is lost (e.g., the imaging device 135 loses line of sight of at
least a threshold number of locators on the VR input device
140), the tracking module 150 re-calibrates some or all of
the system environment 100.

[0030] The tracking module 150 tracks movements of the
VR headset 105 or of the VR input device 140 using slow
calibration information from the imaging device 135. For
example, the tracking module 150 determines positions of a
reference point of the VR headset 105 or of the VR input
device 140 using observed locators on the VR headset 105
or on the VR input device 140, respectively, from the slow
calibration information and a model of the VR headset 105
or a model of the VR input device 140, respectively. The
tracking module 150 determines positions of a reference
point of the VR headset 105 using position information from
the fast calibration information. Additionally, the tracking
module 150 determines positions of an alignment point of
the VR input device 140 using position information received
from the VR input device 140, as further described below in
conjunction with FIG. 3. Additionally, in some embodi-
ments, the tracking module 150 may use portions of the fast
calibration information, the slow calibration information, or
some combination thereof, to predict a future location of the
VR headset 105. Similarly, the tracking module 150 may use
portions of the slow calibration data, the position informa-
tion from the VR input device 140, or some combination
thereof, to predict a future location of the VR input device
140.

[0031] The VR engine 155 executes applications within
the VR system environment 100 and receives position
information, acceleration information, velocity information,
predicted future positions, or some combination thereof,
from the VR headset 105 or the VR input device 140 from
the tracking module 150. Based on the received information,
the VR engine 155 determines content to provide to the VR
headset 105 for presentation to the user. For example, if the
received information indicates that the user has looked to the
left, the VR engine 155 generates content for the VR headset
105 that mirrors the user’s movement in a virtual environ-
ment. Similarly, if information received from the VR input
device 140 indicates the user’s hand makes a thumbs-up
gesture, the VR engine 155 generates content based on the
identified thumbs-up gesture, such as a visual representation
of a hand making a thumbs-up gesture for presentation by
the VR headset 105. Additionally, in some embodiments, if
the received information indicates that the VR input device
140 detaches or slips from the user’s hand, the VR engine
155 generates content indicating the VR input device 140
has lost contact with the user’s hand for presentation by the
VR headset 105. Additionally, the VR engine 155 performs
an action within an application executing on the VR console
110 in response to an action request received from the VR
input device 140 and provides feedback to the user that the
action was performed. The provided feedback may be visual
or audible feedback via the VR headset 105. For example,
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the VR engine 155 receives an action from the VR input
device 140 to open an application, so the VR engine 155
opens the application and presents content from the appli-
cation to the user via the VR headset 105.

Example VR Input Device

[0032] FIG. 2A illustrates an example of a VR input
device 140 that is a glove 220. The glove 220 may be
manufactured in different sizes to fit different size hands of
users. An interior and an exterior of the glove may be made
from one or more materials allowing tracking while pre-
venting shifting or slipping during operation, such as fabric,
leather, woven textiles, non-woven textiles, or some com-
bination thereof. In some embodiments, the one or more
materials may be coated or impregnated with elastomers. A
finger portion 210 of the glove is further explained in
conjunction with FIG. 2B.

[0033] FIG. 2B illustrates a cross section of one embodi-
ment of a portion of the virtual reality input device of FIG.
2A. The glove 220 includes one or more illumination
sources 212A, 212B and imaging devices 214A, 214B to
track displacement of the glove 220 with respect to a portion
of the user’s body (e.g., a portion of the user’s skin) and to
track movement of the user’s body, such as the user’s finger
216. An illumination source 212A illuminates a portion of
skin around a joint of the user’s finger 216. Light from the
illumination source 212A is reflected from the illuminated
skin and collected by the imaging device 214A. When the
glove 220 moves, the imaging device 214A captures mul-
tiple frames of the illuminated skin and sends the captured
images to a control module coupled to or included in the
glove 220, which determines a position of the glove 220
with respect to the illuminated skin, further described below
in conjunction with FIG. 3. When the finger 216 moves (e.g.,
bends), the imaging device 214A captures multiple frames
of the movement of the finger 216 and sends the captured
images to the control module, which determines position or
orientation of the finger 216, as further described below in
conjunction with FIG. 3.

[0034] Additionally, the glove 220 includes an illumina-
tion source 212B and an imaging device 214B to identify
interactions by the glove 220 with an environment external
to an exterior of the glove 220, such as with a surface 230.
Interactions by the glove 220 with the environment external
to the glove 220 correspond to actions performed by an
application presenting content to the user in various embodi-
ments. For example, an application associates various inter-
actions by the glove 220 with the external environment with
various actions, such as moving a cursor or pointer within
the application, selecting content presented by the applica-
tion, or navigating through content presented by the appli-
cation. In various embodiments, the illumination source
212B illuminates a portion of the surface 230, which may be
smooth or rough. As further described below in conjunction
with FIG. 3, the imaging device 214B captures images of the
illuminated portion of the surface 230, and the VR input
device 140 determines one or more physical properties of
the portion of the glove 220 from the images received from
the imaging device 214B. The VR input device 140 identi-
fies movement of the portion of the glove 220 relative to the
physical surface 230 based on changes in one or more of the
physical properties. A physical property is any property of
matter or energy that can be measured. Example physical
properties include: force, magnetism, capacitance, velocity,
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volume, and so forth. In some embodiments a predetermined
pattern may be used for illumination. The predetermined
pattern allows tracking motions or capturing depth informa-
tion. For example, a structured illumination pattern may be
used to detect depth information of a portion of a user’s skin.
The depth information may be used for tracking positions of
the glove 220 or the finger 216. For another example, laser
illumination can be used to project a speckle pattern onto the
surface that may be used as structured illumination. In an
alternative configuration, the predetermined illumination
pattern may be different depending on movement detection.

Estimation of Positions and Mouse Functions

[0035] FIG. 3 is a block diagram of one embodiment of the
VR input device 140 in the VR system illustrated in FIG. 1.
The VR input device 140 is an article of clothing including
one or more internal optical sensors that monitor portions of
a user’s skin and determine location information of portions
of the user’s body based on changes in the monitored
portions of skin. For example, the VR input device 140 is a
tracking glove, tracking pants, a tracking sleeve, or another
article of clothing. For example, a tracking glove tracks
motions of the user’s hand using one or more internal optical
sensors that monitor movement of the user’s skin relative to
the one or more internal optical sensors in the tracking
glove. In another example, the tracking glove tracks motions
of the glove using one or more internal optical sensors that
monitor movement of the glove relative to the user’s skin.
[0036] An internal optical sensor is an optical sensor
having a field of view that includes a portion of a user’s skin.
In some embodiments, the internal optical sensor includes
an imaging device. Examples of the imaging device include
one or more cameras, one or more video cameras, another
device capable of capturing images including portions of
skin, or some combination thereof. For example, the imag-
ing device is an infrared (IR) camera or another device
capable of capturing thermal images using infrared radia-
tion. In some embodiments, the internal optical sensor
includes one or more illumination sources and one or more
an imaging devices. The internal optical sensor and an
illumination source are further described below.

[0037] In some embodiments, the VR input device 140
includes one or more external optical sensors having fields
of' view external to an exterior surface of the VR input device
140. Capturing information external to the exterior surface
of'the VR headset allows the VR input device 140 to identify
action requests for communication to the VR console 110
based on movement of the user captured by the VR input
device 140 (e.g., movement of a user’s hand identified by the
VR input device 140). An external optical sensor may
capture data from a physical surface external to the exterior
surface of the VR input device 140. The surface may have
various roughness (e.g., smooth, rough). In some embodi-
ments, the external optical sensor includes an imaging
device. Example imaging devices include: one or more
cameras, one or more video cameras, other devices capable
of capturing images including portions of physical surface,
or some combination thereof. In some embodiments, the
external optical sensor includes one or more illumination
sources as well as one or more imaging devices.

[0038] In the example of FIG. 3, the VR input device 140
includes a sensor module 142 and a control module 144.
Some embodiments of the VR input device 140 have dif-
ferent components than those described in conjunction with
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FIG. 3. Similarly, the functions described in conjunction
with FIG. 3 may be distributed among other components in
the VR system environment 110 in different manners in
other embodiments. For example, some or all of the func-
tionality provided by the control module 144 may be per-
formed by the VR console 110 in some embodiments.

[0039] The sensor module 142 detects displacement of the
VR input device 140 with respect to skin of a user and
includes an illumination source and an imaging device. The
illumination source illuminates a region of interest (ROI) of
auser’s skin that affects displacement of the VR input device
140 relative to the skin. In an embodiment where the VR
input device 140 is a tracking glove, the illuminated ROI
may be a portion of the skin on a user’s hand, a portion of
palmar skin of the user’s hand, a portion of dorsal skin of the
user’s hand, or any other area of skin area affecting dis-
placement of the VR input device 140 relative to the skin.
The imaging device detects reflected light from the illumi-
nated ROI and captures multiple images as the VR input
device 140 moves. In some embodiments, the imaging
device detects transmitted light from the illuminated ROI.
The illumination source can be different types of light
sources in various embodiments. Example light sources
include: a light emitted diode (LED), a laser diode, or other
type of light emitting device. The illumination source has a
narrow- or intermediate-bandwidth and may provide pattern
illumination or point illumination depending on the type of
illumination source and imaging device. In some embodi-
ments, the illumination source also provides visible light or
non-visible light (e.g., near infrared or infrared light),
depending on the spectral sensitivity of the imaging device
and other factors, such as depth penetration or skin absorp-
tion and scattering.

[0040] The imaging device is a device that converts light
into electronic signals. The imaging device is capable of
measuring changes in light, such as changes related to
optical properties of the light (e.g., intensity, phase, polar-
ization, wavelength and spectral distribution). Additionally,
the imaging device may detect a bend of slight change in
direction. The spectral sensitivity of the imaging device can
be in the visible band (~380 nm to 750 nm), in the infrared
(IR) band (~750 nm to 1 mm), in the ultraviolet band (10 nm
to 380 nm), some other portion of the electromagnetic
spectrum, or some combination thereof. The imaging device
may have various resolutions and frame rates to provide
different tracking smoothness or precision. In some embodi-
ments resolution of the imaging device is approximately
16x16 pixels or less pixels and the frame rate of the image
device is approximately 1 kilo-Hertz (kHz) or higher frame
rate, allowing for rapid imaging so sequential images over-
lap, simplifying determination of position information from
the images. In one embodiment, the imaging device is
monochromatic.

[0041] In some embodiments, the sensor module 142 may
not only perform imaging but also perform processing. For
example, the sensor module 142 not only includes construct-
ing a raster from a plurality of imaging devices (e.g., a single
imaging device, or an array of imaging devices) but also
includes hardware designed into the sensor module 142 that
allows for corresponding optical flow information to be
derived from the sensor module 142 and corresponding
interface hardware. Optical flow describes a pattern of
motions of the ROI or an imaging device caused by a
relative motion between the imaging device and the ROI
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(e.g., an illuminated portion of a user’s skin, an illuminated
portion of a physical surface). Examples of the designed
hardware include pixel hardware design, or any other suit-
able hardware performing imaging and processing algo-
rithms to compute optical flow. In some embodiments, the
sensor module 142 allows one imaging device get more than
two degrees of freedom in position, e.g., translational
motion (forward/back, up/down, left/right), and rotational
motion (e.g., pitch, yaw, roll). For example, the imaging
device may measure a pixel width/shape of an illumination
cone to determine more than two degrees of freedom in
position.

[0042] The sensor module 142 may include one or more
optical elements for providing light from the illumination
source to the imaging device. Example optical elements
include: an aperture, a lens, a mirror, a filter, a prism, a
polarizer, or another suitable optical element affecting illu-
mination and light collection, or some combination thereof.
The sensor module 142 may include combinations of dif-
ferent optical elements. For example, the sensor module 142
includes a collimator comprising mirrors or lenses for align-
ing light from the illumination source in a specific direction.
As another example, the sensor module 142 includes a beam
expander comprising prisms or lenses for expanding a light
beam to illuminate an area. Additionally, the sensor module
142 may include imaging lenses for focusing reflected lights
from the ROI to the imaging device. Additionally, the sensor
module 142 may include one or more electronic circuits
(e.g., a printed circuit board (PCB), an integrated circuit
(IC)) that collect electronic signals from the imaging device
and transfer the electronic signals to the control module 144.
The sensor module 142 may include a power supply and a
power controller for the illumination source and the imaging
device. In other embodiments, any number of the preceding
components may be included in the sensor module 142. For
example, the sensor module 142 includes multiple illumi-
nation sources to illuminate a ROI or to illuminate multiple
ROls, as well as multiple imaging devices to capture light
reflected from the ROI or from multiple ROIs. In alternative
configurations, different and/or additional components may
be included in the sensor module 142.

[0043] In embodiments where the VR input device 140 is
a tracking glove, the sensor module 142 collects data
describing movement of fingers of a user wearing the
tracking glove. If the VR input device 140 is a tracking
glove, the sensor module 142 may be positioned on multiple
fingertips or different sensor modules 142 may be positioned
on different fingertips. For example, the illumination source
of the sensor module 142 illuminates an ROI corresponding
to a particular joint of a user’s finger and captures data
describing a degree of bending of the joint. The sensor
module 142 may capture information describing movement
of more than one finger.

[0044] In another embodiment, the sensor module 142
captures information describing interactions by the user with
content presented to the user by the VR system environment
100. Example interactions by the user with presented con-
tent include: movement of a cursor or a pointer presented by
the VR system environment 100, selecting a portion of
content presented by the VR system environment 100 (e.g.,
selecting an object presented to the user), navigating through
content presented by the VR system environment 100, or
any other suitable interaction with content presented to the
user. In the example where the VR input device 140 is a
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tracking glove, the sensor module 142 is mounted around
one fingertip of the tracking glove or mounted on an exterior
surface of the tracking glove near a finger pad of the user.
This placement on the tracking glove allows the tracking
glove to detect movement of one or more fingertips or finger
pads with respect to a physical surface external to the
exterior surface of the tracking glove. The illumination
source of the sensor module 142 illuminates a portion of the
physical surface external to the exterior of the tracking glove
and captures images of the physical surface that are com-
municated to the control module 144, further described
below. Based on the captured images of the physical surface,
the control module 144 determines movement of the track-
ing glove (or other VR input device 140) relative to the
physical surface external to the exterior of the tracking
glove. For example, the control module 144 identifies one or
more physical properties of the fingertip or finger pad of the
user wearing the tracking glove from the images received
from the imaging device and identifies movement of the
fingertip or finger pad relative to the physical surface based
on changes in one or more of the physical properties. A
physical property is any property of matter or energy that
can be measured. Example physical properties include:
force, magnetism, capacitance, velocity, volume, and so
forth. In some embodiments, the sensor module 142 allows
one sensor get more than two degrees of freedom in position,
e.g., translational motion (forward/back, up/down, left/
right), and rotational motion (e.g., pitch, yaw, roll). In some
embodiments, the sensor module 142 includes other types of
sensors to capture data describing physical properties of the
fingertip, finger pad, or other portion of the user’s body
relative to the physical surface. Examples of other types of
sensors include: electromagnetic sensors, piezoelectric sen-
sors, force sensors and so forth. In some embodiments,
sensor modules 142 or portions of the sensor module 142 are
positioned at different locations of the VR input device 140
(e.g., at different fingertips of a tracking glove) to track
movement of different portions of the user’s body relative to
the physical surface external to the VR input device 140. The
sensor module 142 communicates captured information to
the control module 144 for identifying interactions with
content presented to the user by the VR system environment
100 based on positioning of options of the VR input module
140 relative to a surface external to the VR input module
140.

[0045] The control module 144 determines positions of the
VR input device 140 relative to portions of the user’s skin
illuminated by the sensor module 142 or movement of the
VR input device 140 relative to a physical surface external
to the VR input device 140. For example, a position of the
VR input device relative to an illuminated portion of the
user’s skin corresponds to movement of the VR input device
140 relative to the illuminated portion of skin or to move-
ment of the illuminated portions of skin relative to the VR
input device 140. The movement of the VR input device 140
relative to the illuminated portion of skin may be used to
determine if the VR input device 140 has changed its
configuration with respect to a user’s hand. For example, the
VR input device 140 detaches or slips from the user’s hand.
The VR input device 140 acts as a proxy for the user’s hand,
if slipping occurs, there will be an offset between the
rendered representation of the hand and the true pose of the
hand. The control module 144 can determine the offset based
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on sensor data from sensor module 142 for compensating
changes of glove configuration during use as further
explained described below.

[0046] The control module 144 categorizes sensor data
into motion data and touch data. Motion data describes the
movement of the VR input device 140 with respect to a ROI
of skin (or vice versa) and/or a physical surface, and the
control module 144 determines positions of the VR input
device 140 relative to the user’s skin or of the user’s skin
relative to the VR input device 140 or of or the VR input
device 140 relative to a surface external to the VR input
device 140. Touch data describes changes of physical prop-
erties based on data captured by the sensor module 142, and
is used by the control module 144 to determine actions
corresponding to interactions with content. In some embodi-
ments, the control module 144 determines actions corre-
sponding to interactions with content based on motion data,
on touch data, or on a combination of motion data and touch
data. In some embodiments, the control module 144 com-
municates with the VR console 110. For example, the
control module 144 provides estimates of position of the VR
input device 140 and actions corresponding to interactions
with presented content by the VR input device 140 to the VR
console 110 and receives one or more calibration parameters
from the VR console 110.

[0047] The control module 144 estimates positions of the
VR input device 140 or positions of portions of the VR input
device 140 using data obtained from the sensor module 142.
In the example shown by FIG. 3, the control module 144
includes a database 310, an interface module 320, a position
estimation module (PEM) 340, and an input analysis module
(IAM) 350. Some embodiments of the control module 144
have different components than those described in conjunc-
tion with FIG. 3. Similarly, functions of the components
described in conjunction with FIG. 3 may be distributed
among other components in the VR system environment 100
in a different manner than described in conjunction with
FIG. 3. For example, some or all of the functionality
described as performed by the control module 144 may be
performed by the VR console 110.

[0048] The database 310 stores calibration parameters
from the VR console 110 and sensor data from sensor
module 142. Additionally, the database 310 includes analy-
sis data from PEM 340 and IAM 350 describing movement
data of the VR input device 140 with respect to the skin of
the user as well movement data of the user’s skin relative to
the VR input device 140. In some embodiments, the data-
base 310 also stores data describing movement of the VR
input device 140 with respect to a physical surface external
to an exterior of the VR input device 140 and data describing
physical properties obtained from the sensor module 142.
[0049] The interface module 320 communicates with the
sensor module 142, the VR console 110, the database 310,
the PEM 340, and the IAM 350. For example, the interface
module 320 receives data collected by the sensor module
142 and categorizes the received data as motion data or
touch data. The interface module 320 communicates the
motion data and the touch data to the database 310 for
further processing and analysis. Additionally, the interface
module 320 provides data from the sensor module 142 to the
PEM 340 and to the IAM 350 for analysis and stores
analysis data from the PEM 340 and from the IAM 350 in
the database 310. The interface module 320 also receives
calibration parameters from the VR console 110 and com-

Apr. 13,2017

municates data from the sensor module 142 and analyzed
data from the PEM 340 and from the IAM 350 to the VR
console 110.

[0050] Insome embodiments, the PEM 340 picks frame to
frame correspondence, and then returns a displacement
vector. The PEM 340 estimates a position of the VR input
device 140 relative to a portion of the user’s body using the
displacement vectors. For example, for a set of image frames
(e.g., three sequential image frames) having a corresponding
set of displacement vectors (e.g., one representing the dis-
placement from the first image frame to the second image
frame, and another representing the displacement of the
second image frame to the third image frame). The PEM 340
sums the set of displacement vectors to obtain a total
displacement vector indicating a change in position of the
VR input device 140 relative to the user.

[0051] In alternate embodiments, PEM 340 estimates
positions of the VR input device 140 relative to portions of
the user’s body by identifying differences in a series of
images captured by the sensor module 140 that captures an
illuminated portion of the user’s skin. Differences between
images in the series correspond to movement of the illumi-
nated portion of skin, and differences between images may
be determined based on locations, orientations, or any other
suitable parameter affecting positions. For example, two
images are captured sequentially as the VR input device 140
moves relative to a portion of the user’s skin. The PEM 340
identifies common features within each image and identifies
differences between the common features in the different
images to estimate displacement of the features from image
to image. Various data analysis methods (e.g., image corre-
lation or image registration) may be used to compare dif-
ferences between successive images to calculate displace-
ment. Based on identified differences between common
features in different images, the PEM 340 calculates dis-
placement of various features and translates the displace-
ment into positions in a VR environment. The PEM 340 may
estimate a position of the VR input device 140 relative to an
alignment point. The PEM 340 may also estimate a position
of offset between the rendered representation of the hand and
the true pose of the hand relative to the alignment point. In
some embodiments, the alignment point is a point within the
VR input device 140. For example, if the VR input device
140 is a tracking glove, the alignment point is a point of a
finger pad of the tracking glove. The PEM 340 receives an
input calibration parameter specifying an initial position of
the alignment point from the VR console 110. In various
embodiments, the PEM receives a next calibrated position of
the alignment point and updates the initial position of the
alignment point to the received next calibrated position,
reducing accumulated error between an estimated position
and the initial position of the alignment point. In another
embodiment, multiple alignment points may be used. Simi-
larly, if the VR input device 140 is a tracking glove, the PEM
340 may estimate positions of fingers based on differences
of features in different images as fingers move.

[0052] The IAM 350 identifies interactions with content
presented to the user by the VR system environment 100
based on motion data and touch data obtained by the VR
input device 140. Motion data describes the movement of
the VR input device 140 relative to a surface external to the
VR input device 140, while touch data describes changes of
physical properties based on data captured by the sensor
module 142. The IAM 350 combines the motion data with






